
 

 
 

Ethics in AI 

Course Description 

This interactive, tutor-led online training course is designed to explore the critical ethical considerations 
surrounding Artificial Intelligence (AI) in today’s rapidly evolving technology landscape. Participants will 
gain a foundational understanding of AI ethics, delve into real-world cases, and develop practical 
strategies to identify and mitigate ethical risks in AI systems. Through discussions, hands-on activities, and 
collaborative learning, this course equips professionals with the tools to ensure ethical AI development 
and deployment. 

Key Benefits 

✓ Foundational Understanding – Learn the key principles of AI ethics, including fairness, 
accountability, transparency, privacy, and safety, and how they impact society and 
technology. 

✓ Real-World Relevance – Explore practical applications of ethical principles and the 
consequences of unethical AI use through case studies. 

✓ Hands-On Learning – Gain experience detecting and mitigating bias in AI models through an 
interactive mini-demo. 

✓ Regulatory Insights – Understand the role of major AI regulations (e.g., GDPR, EU AI Act) and 
governance processes in shaping ethical AI. 

✓ Collaborative Problem-Solving – Engage in group activities, including ethical risk 
assessments, to apply your knowledge in realistic scenarios. 

Target Audience 

This course is ideal for professionals working in technology, data science, compliance, or policy- making 
roles who are involved in the development, deployment, or oversight of AI systems. It is also valuable for 
educators, business leaders, and anyone interested in understanding and promoting ethical AI practices 
in their organisation or community. 

Benefits & Real Life Skills 

This Ethics in AI course helps you become smarter and more responsible when using technology. You’ll 
learn to identify bias in AI systems, understand the rules behind AI, and think about how your decisions can 
impact people. These skills are helpful in any job, from technology to business, and even in making 
everyday choices. 

 
This course is ideal for professionals in technology, compliance, or policy roles who want to ensure 

ethical AI practices within their organisations or projects. 

 
Duration: 2 Hours 
 
 
 
 
 
 
 
 
 
 
 



 

 
 

Ethics in AI Course Syllabus 
 

1. Introduction to AI Ethics 
 

• Definition and importance of AI ethics (ethics vs. compliance vs. morals). 

• The societal impact of AI and the need for public trust. 

• Overview of key ethical challenges: bias, transparency, privacy, and 

accountability. 

• Activities: Icebreaker introductions and agenda walkthrough. 

 

2. Core Ethical Principles & Frameworks 
 

• Fairness, accountability, transparency, privacy, and safety in AI. 

• Introduction to AI ethics frameworks (IEEE, UNESCO, EU Commission). 

• Activities: Knowledge check via quiz and visual examples. 

 

3. Real-World Cases & Impacts 
 

• Examples of biased AI systems and their societal consequences. 

• The role of public opinion, media, and regulation in ethical AI use. 

• Activities: Case study on a biased loan application AI, with group discussions on 

mitigation strategies. 
 

4. Mitigating Bias & Hands-On Mini-Demo 
 

• Techniques for detecting and addressing bias in training data and models. 

• Demonstration of bias checks and mitigation techniques using a Jupyter notebook. 

• Activities: Practical walkthrough of model fairness and rebalancing methods. 

 

5. Regulatory Landscape & Governance 
 

• Overview of key AI regulations (GDPR, EU AI Act proposals, U.S. guidelines). 

• Internal governance processes: ethics committees, audits, and cross- functional 

teams. 

• Activities: Group reflection on governance gaps and scenario-based 

discussions. 
 

6. Breakout Activity: Ethical Risk Assessment 
 

• Structured approach to identifying and mitigating ethical risks. 

• Stakeholder analysis and mitigation strategy development. 

• Activities: Group exercise on assessing risks in a public school AI system. 

 

7. Quiz & Reflection 
 

• Recap of ethical principles, real-world cases, and mitigation strategies. 

• Personal reflection on lessons learned. 

 



 

 
 

Virtual Class System requirements 

All Virtual Classes will be conducted over Zoom. 

System requirements 
 

• An internet connection – broadband wired or wireless (3G or 4G/LTE) 

• Speakers and a microphone – built-in, USB plug-in, or wireless Bluetooth 

• A webcam or HD webcam - built-in, USB plug-in, or: 

• An HD cam or HD camcorder with a video-capture card 

• Virtual camera software for use with broadcasting software like OBS or IP cameras 

 

Supported operating systems 

 

• macOS X with macOS X (10.11) or later 

• Windows 11 

• Windows 10 

Note: Devices running Windows 10 must run Windows 10 Home, Pro, or Enterprise. S Mode is not 

supported. 

• Ubuntu 12.04 or higher 

• Mint 17.1 or higher 

• Red Hat Enterprise Linux 8.0 or higher 

• Oracle Linux 8.0 or higher 

• CentOS 8 or higher 

• Fedora 21 or higher 

• OpenSUSE 13.2 or higher 

• ArchLinux (64-bit only) 

 
Note: On Windows devices, Zoom utilizes WebView2 and Chromium Embedded Framework (CEF) 

for certain features. If not available, these are downloaded automatically by Zoom, but admins 

should ensure these are whitelisted on managed devices. 

Supported web browsers 
• Desktop 

• Chrome: Within 2 versions of current version 

• Firefox: Within 2 versions of current version 

• Edge: Within 2 versions of current version 

• Safari: Within 2 versions of current version 

As an example, if the current version of Chrome is 111, then Zoom supports versions 109, 110, and 

111. As new versions are released, the minimum version will also follow behind by 2 versions. 


